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Chapter 1: Introduction 

With the growth of social platforms, consumers started creating value by sharing human 

and physical resources. As a result, there has been a growth in “collaborative 

consumption”, which is also referred to as the “sharing economy” or “peer-to-peer 

consumption.” Hamari et al. (2016) defined the collaborative consumption phenomenon as 

“peer-to-peer based activity of obtaining, giving, or sharing the access to goods and 

services, coordinated through community-based online services.”  

Collaborative consumption enabled by technology has facilitated the emergence of new 

businesses such as short-term rentals, rentals of personal assets, ride-sharing, and other 

professional services for everyday needs in a household (Katz, 2015). Access-based 

collaborative consumption disrupts traditional businesses, which are built mainly on 

ownership. Collaborative consumption is an on-demand model that allows people to access 

assets they either do not want to own or cannot afford.  

In an attempt to contribute to a better understanding of this new phenomenon, my papers 

focus on the peer-to-peer travel accommodation service Airbnb, the best-known example 

of collaborative consumption. Airbnb (www.Airbnb.com) is a popular online market for 

short-term housing rentals. The company was founded in 2008 and had been growing 

rapidly. As of 2021, it has more than 5.6 million listings worldwide, with over 1 billion 

Airbnb guests across 220 countries in more than 100,000 cities. Guests looking for 

accommodation places can enter the dates they are planning to stay and the city they are 

interested in and choose the room type for their room search. (Airbnb-About US). 
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1.1. Background 

1.1.1. Collaborative Consumption 

Collaborative consumption is sometimes used interchangeably with the sharing economy 

(SE) (Botsman, 2013). According to Hamari et al. (2016), it is part of the SE, while Belk 

(2014) argues that collaborative consumption includes a compensation part that 

distinguishes it from the SE. In 1978, Felson and Speath defined collaborative consumption 

as “events in which one or more persons consume economic goods or series in the process 

of engaging in joint activities with one or more others” (p. 614). They regarded routine 

activities such as drinks and meals with friends or a shared washing machine as a part of 

collaborative consumption. In addition, Felson and Speath (1978) argued that the routine 

activity approach to consumer behavior should consider changes in social structures as they 

reshape the pattern and timing of essential activities and consequently influence the 

formation of collaborative consumption (p. 617).  

Botsman and Rogers (2010) defined collaborative consumption as “systems of organized 

sharing, bartering, lending, trading, renting, gifting, and swapping.” They underlined the 

benefits of collaborative consumption as owners with fewer costs and a new viable way of 

ownership with higher environmental sustainability. Collaborative consumption can be 

seen in B2C services such as Zipcar for commercial car-sharing and C2C services such as 

Uber, Lyft, Care.com, and Airbnb, where the platform serves as the broker and 

intermediary for the transactions. The advancement of e-commerce, technology, high-

speed internet connections, and app-based platform services further enabled direct access 

to consumers and contributed to the shift from B2C to C2C services. A critical factor 
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contributing to this shift is the consumer trust in e-commerce and sharing economy, which 

is widely researched in the literature (Gefen & Straub, 2004; Belk, 2010; Bardhi & 

Eckhardt, 2012; Yoon & Occeña, 2015). While traditional B2C companies like Best Buy, 

Target, and Macy’s established their online presence to target their customers, other 

platforms emerged to enable direct C2C transactions, such as eBay, Amazon, and 

Craigslist. Mont (2004) showed that the shift and desire for alternative and more 

sustainable consumption could also be attributed to normative behavior and regulatory 

guidelines. The lack of trust has evolved from the beginning stages of collaborative 

consumption with the implementation of resolution protocols for customer complaints and 

safety and security measures that enabled widespread acceptance.      

In this research paper, Airbnb services are considered part of the collaborative consumption 

phenomenon as housing units are temporarily rented for compensation to other people. The 

following section will define Airbnb services in more detail.   

1.1.2. Introduction to Airbnb  

One of the companies in the collaborative consumption market is Airbnb 

(www.Airbnb.com). The company, founded in 2008, and headquartered in San Francisco, 

connects travelers to hosts who list their accommodation in an online marketplace. 

Airbnb’s revenue model is typically based on a split fee, charging most hosts 3% and 

charging guests a fee under 14.2% or only charging the host ~14% -16% in most cases 

(Airbnb, 2019). The company’s biggest market is the US (39% of total bookings), followed 

by Europe (35%), Asia-Pacific (14%), and Latin America (12%) (2020 Annual report,) 

with average nights per booking of 4.4 days (North America, Europe, Latin America) and 
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2.8 days (Asia Pacific) (Airbnb, 2021).  While the company tries to expand its customer 

base to business travelers, it faces opposition from governments and cities that try to ban 

the service in specific neighborhoods and buildings.  

Airbnb continues to expand its presence, announcing in 2019 the acquisition of 

HotelTonight, a hotel booking application, and a partnership with the International 

Olympic Committee (IOC) to support the Olympic games through 2028 (Olympics, 2019). 

Some of the biggest concerns for the company are unpredictable guest experiences, new 

online competitors, tax-related legal issues, and new legislation. Transactions between 

hosts and guests are handled through Airbnb’s platform, where guests have multiple 

options to pay for their stay, mainly using B2C services, including credit cards and digital 

wallets such as Apple Pay and Google Pay. Other payment services that involve C2C 

transaction types, such as Venmo, are not yet accepted. Airbnb added new features in 2017 

and 2018, allowing travel groups to split payments via email or Facebook Messenger; it 

also enabled payment plans to pay only a portion of the trip upfront and the remainder of 

the price upon completion.  

Chapter 2: The Role of Collaborative Consumption Factors: A 

Cross-National Investigation of Airbnb using a Multilevel Approach  

2.1. Introduction 

Although the collaborative consumption phenomenon and Airbnb are popular subjects for 

scholarly research and businesses, there has been no comprehensive investigation of the 

determinants of Airbnb pricing across the US and European cities with different economic 
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and cultural characteristics such as GDP, unemployment rate, and work and leisure hours. 

This paper aims to develop an integrated framework for collaborative consumption pricing 

by adopting the hedonic demand theory (hedonic regression) and leveraging multilevel 

modeling methods to build more comprehensive factors from different levels within the 

nested data that potentially impact pricing. The integrated framework aims to create a 

predictive model that can accurately consider the multilevel influencing effects that are not 

directly observed in the price evaluation. 

The value of this research lies in detecting the meaningful constructs measured at the 

different levels (listing, city, and country) in relation to the price. Variables that have been 

studied and highlighted in relation to the price or economy in previous literature are 

identified and classified under four constructs. These constructs have not been examined 

in an integrative way for collaborative consumption pricing in the literature. This paper 

investigates whether constructs such as product and social factors at the listing level, 

economic factors (at the city level), and cultural factors (at the country level) have a role 

in determining collaborative consumption pricing in the peer-to-peer accommodation 

service. An empirical study on the prices of Western European and North American cities, 

which allows us to analyze pricing and predictors across nations, is developed. 

In the next sections, the literature review covers the following areas: the rationale of the 

construct formation at multiple levels, the theoretical background of hedonic demand, and 

multilevel modeling. Subsequently, a set of hypotheses regarding collaborative 

consumption pricing determinants, data, method, and proposed theoretical framework are 
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deliberated. Lastly, contributions to the collaborative consumption literature and practical 

suggestions are offered. 

2.2. Literature review 

The motivation and key drivers of the sharing phenomenon are the most studied theme in 

the literature on SE (Hamara & Ukkonen, 2016; John, 2013; Botsman, 2010). The 

assessment and impact of Airbnb on the hotel industry lead the empirical research studies 

(Zervas et al., 2017 and Guttentag, 2015).  In a case study, Zervas et al. (2017) showed 

how Airbnb has a negative impact of 8-10% on hotel revenues, especially on lower-priced 

accommodation in Austin, Texas. Previous literature has also looked into the role of trust 

factors. However, Dogru et al. (2020) highlighted that the literature on the effects of Airbnb 

on the hotel industry has mixed and inconclusive results. There is not a strong consensus 

that the impact on hotel revenues is strongly negative from Airbnb competition. Jones and 

Leonard (2008) found that website quality and third-party recognition perception impacted 

C2C e-commerce trust. Slee (2013) pointed out the issue of the high percentage of five-

star ratings, which hurts the rating system’s ability to differentiate among drivers. Nunes 

and Correia (2013) proposed an aggregated trust score using different cases such as Zipcar, 

Blablacar, and Airbnb, increasing users’ propensity to trust. Lee et al. (2015) explored 

Airbnb room sales in relation to both listing features and social features with an empirical 

study based on US data. They found that social features such as the host’s responsiveness, 

the count of wish lists, the number of reviews, and the membership seniority significantly 

impact room sales. In contrast, overall rating and number of references do not significantly 

impact room sales. Deboosere et al. (2019) performed a multilevel hedonic analysis of New 
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York Airbnb listing prices and revenue to investigate neighborhood effects and illustrated 

that location factors significantly impact both price and revenue.  

In summary, various studies have broadly examined different sides of the sharing 

phenomenon. However, collaborative consumption pricing across several cities, integrated 

with multilevel aspects to portray the different levels’ influence on pricing, has not been 

explored in the literature. This paper is one of the first investigations of product, social, 

economic, and cultural factors, including transnational data, and enriches a three-level 

multilevel model technique on pricing. It extends the usage of multi-level modeling across 

cities to consider city effects. 

This section outlines potential influential factors of collaborative consumption pricing: 

product and social factors, cultural values, and economic factors. 

2.2.1. Product and Social Factors 

Lee et al. (2015) explored Airbnb room sales with respect to both room features such as 

price, minimum stay, amenities, and social characteristics such as the number of reviews, 

the responsiveness of the host, and the ratings. Their results indicated that 

“…responsiveness of hosts, the number of reviews, the membership seniority, and the 

count of wish list are significantly associated with room sales as well as the room features 

like price, minimum stay, and amenities” (p.222). However, overall ratings and number of 

references are not statistically significant.  
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2.2.2. Cultural Values  

This paper focuses on the layers of culture that can influence economic effects. 

Furthermore, it analyzes only the possible cultural variables that vary between U.S. and 

European countries. 

2.2.2.1. Trust 

Knack and Keefer (1997), in their investigation across 29 countries, including U.S. and 

European countries leveraging the world values survey data revealed that cultural values 

like trust play an integral part in the growth of the economy and its progress. Trust tends 

to be higher in countries with less income inequality, and these countries tend to be more 

homogenous. Tabellini (2010) presented that cultural values such as trust and respect affect 

the economic development within European countries. He argued that low levels of trust, 

respect for others, and confidence in the individual lead to a decrease in per capita output 

and growth rates. Guiso et al. (2006) indicated that cultural values as part of the hypotheses 

could be tested and are an important factor in understanding economic issues. Arrow 

(1972) stated that virtues such as truth, trust, and loyalty are essential for the process of 

exchange. He also argued that trust is a component of every commercial transaction. Slee 

(2013) explained the influence of reputation systems in the sharing economy. He stated 

that trust is developed by rating systems as well as profile pictures and credible user 

verification and pointed out that trust could be a valuable, marketable good in peer-to-peer 

interaction. He concluded that sharing economy services will be challenged by the 

measurement scale of trust. Leonard and Jones (2010) also examined the influence of 

perceived website quality on the users’ level of trust. They proposed a consumer-to-

consumer service operator needs to sustain a high level of quality to build trust. 
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2.2.2.2. Lifestyle: Work and Leisure 

Alesina et al. (2005) investigated the work and leisure differences between the United 

States and Western Europe. They revealed a significant difference in working hours 

between the U.S and Europe. They propose that Europeans are more inclined toward leisure 

than Americans. Hours worked per person is 50% less in Europe than in the United States. 

They also presented data comparing the U.S. and Europe regarding several holidays and 

vacation days. European countries such as Italy and Germany have twenty more vacations 

and holidays than the United States. 

2.2.2.3. Economic Factors 

Dwyer et al. (2000) used a price competitiveness index to determine factors of tourism 

prices. The index is a ratio between the exchange rate and the purchasing power parity for 

a tourist’s expenditures relative to the home country, examining the travel and ground costs 

within the destination country. They noted that higher-income countries generally have 

higher prices for tourism except for countries such as the USA, Canada, Australia, and New 

Zealand, which have lower prices than most European countries.   

Zervas et al. (2017) investigated Airbnb’s impact on hotel revenues by considering 

variables such as the local unemployment rates, the population size, and employment in 

the accommodation sector as explanatory factors. Unemployment rates across different 

countries are one of the variables investigated for their effect on Airbnb listing prices. They 

found that unemployment has a significant negative impact on hotel revenues. Nadler 

(2014) has also considered other influential forces such as the impact of technology, 

economic factors such as median household incomes and unemployment rates, 
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environmental awareness, and community engagement as possible factors for the growth 

of the sharing economy.   

2.3. Theoretical Background  

2.3.1. Hedonic Demand Theory  

Lancaster (1966) developed an approach to consumer theory, hedonic utility. He argued 

that a good itself is not the source of the utility to the consumer but rather the characteristics 

it possesses create utility. Lancaster highlighted that a simple good has multiple elements, 

and thus the multidimensional attributes of an individual good need to be combined. 

Following this initial theory, Rosen presented the theory of hedonic pricing for the first 

time in 1974, “Hedonic prices are defined as the implicit prices of attributes and are 

revealed to economic agents from observed prices of differentiated products and the 

specific amounts of characteristics associated with them” (Rosen, 1974, p.34). He proposed 

that the price of a good is a composite of its utility producing characteristics. Hedonic 

demand theory, also referred to as “hedonic regression” is a predictive model that is applied 

to accurately capture the influencing effects that are not directly observed on the estimation 

of demand or value. These models are built by using regression analysis. The coefficients 

produced from regression analysis can be considered to determine the expected market 

price or demand for a commodity. This relationship can be described as “market price is a 

function of each tangible & intangible building characteristic and other outside influencing 

factors.” (Monson, 2009, p.64). The equation is shown below: 

Market Price = f (tangible & building characteristics, other influencing factors) + ε 
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As Herath and Maier (2010) cited in their study, the hedonic pricing method (HPM) is 

practiced in consumer and market research (e.g., Hirschman & Holbrook, 1982) and the 

calculation of consumer price indices (e.g., Moulton, 1996). Sopranzetti stated that “the 

consumer price index is the most famous example of the use of hedonic regressions as 

control mechanisms for differences in the quality of products over time” (2010, p.2). He 

also stressed that this method has also been used to price electronics, clothing, and real 

estate to accurately account for the heterogeneity among properties and houses. He further 

explained how to employ the hedonic model with real estate data to estimate the influence 

of each of the different characteristics individually on the total house price. 

This approach has been used for housing and hotel-room pricing in tourism economics. 

Espinet et al. (2003) studied hotel-room pricing with the hedonic pricing approach along 

with the multilevel model method. Monty and Skidmore (2003) also used the hedonic 

pricing theory to evaluate consumers’ willingness to pay for specific amenities at Bed and 

Breakfast locations. The authors pointed out that while this approach has not been used to 

assess willingness to pay for amenities across all dimensions of the tourism market, it has 

been applied broadly to the housing market as well as the bed and breakfast market, making 

its extension into the Airbnb market defensible. Other studies have leveraged the theory to 

assess the economic impacts of environmental detriments and the willingness to pay in 

durable and nondurable goods markets.  

2.3.2. Multilevel Modeling  

Various types of data consist of hierarchical, nested, or clustered structures. For example, 

human studies’ data involve hierarchical structure as people can be clustered within 
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organizations, and organizations can be clustered within communities, cities, states, and 

countries. The same can be seen in educational research studies where nested data such as 

students are grouped within classes and classes are grouped within schools. The application 

of multilevel models can help in analyzing hierarchical data. Aitkin et al. (1981) 

reexamined a study about the effectiveness of teaching styles that only looked at the 

individual student level rather than on the combination of students with their teacher and 

their classes. This led to a false conclusion that there were significant differences among 

students exposed to different teaching styles. The development of multilevel models 

provides more accurate statistical analysis as they consider the hierarchical structure and 

the relationship of the variables from different levels (Goldstein, 2011). 

Various studies are dedicated to exploring the application of the multilevel modeling 

approach. Hierarchical linear models are typically referred to as multilevel linear models, 

covariance components models, or random effect models in different areas (Goldstein, 

2011). Multilevel modeling has been established scientifically both in methodology and 

software development since the mid-1980s (Goldstein, 2011). As behavioral and social 

data generally possess a nested structure, many studies of hierarchical data structures 

analyze behavioral and social research such as education and demography (Raudenbush & 

Bryk, 2002). Morris (1995) indicated that hierarchical modeling is useful for educational 

data. McCall et al. (2006) also investigated the achievement gap between students from 

different social classes by using a multilevel model in the academic area. Also, Haughton 

and Nguyen (2010) applied a multilevel model to investigate inequality in the living 

standards in Vietnam.  
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Similar kinds of data occur in businesses’ data where data are nested. For example, 

customers are aligned to regions and regions are aligned to countries. A common practice 

is to aggregate lower levels of units such as customers and apply ordinary least squares 

regression at the aggregated level such as customer and country in which the customer is 

nested. Lee (2003) emphasized that this method has a drawback since potentially 

significant lower-level variance is neglected.  The author pointed out that another option is 

to disaggregate data in a way that each lower-level unit is estimated with a value denoting 

a higher-level unit within which it is layered. This method’s weakness is that lower-level 

units in one higher-level unit are affected by a similar impact disregarding the 

independence assumption of ordinary least square. Each level of data captures information. 

The relationship between levels must be calculated to explore these several levels and each 

level’s variables and concepts.   

Multilevel models have also been used to estimate the hedonic functions by Espinet et al. 

(2003) in their study of the effect on the price of different characteristics of holiday hotels. 

Their data consisted of three levels: dates, hotels, and towns. They pointed out that 

multilevel models allowed them to fit one single model to the data and increase efficiency. 

Haugland et al. (2011) developed a theoretical framework for destination development by 

underlining the importance of integrating destination capabilities, coordination at the 

destination level, and inter-destination bridge ties.  Luo (2001) used an integrated 

framework associating entry mode selection with contingencies at the country, industry, 

firm, and project levels to determine decisions regarding an emerging economy’s entry 

mode. 
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2.4.  Research Model and Hypotheses 

The extensive literature review indicates that an investigation of the impact of product and 

social features at the listing level along with the higher-level values such as economic 

factors at the city level, and cultural values at the country level on the price has not been 

conducted in the context of collaborative consumption. Informed by the reviewed 

literature, the research purpose is to identify the factors which impact the price of a listing, 

with particular emphasis on the product features, social features, economic factors, and 

cultural factors at multiple levels, including the listing level, the city level, and the country 

level, respectively to develop an integrated framework for collaborative consumption 

pricing. 

This paper attempts to incorporate tangible features of the listing such as the number of 

people that can be accommodated, the number of bathrooms and bedrooms, the number of 

beds, the bed type, square feet of the room, the number of guests, the minimum stay, the 

maximum stay and perceived social features such as review scores for ratings, accuracy, 

cleanliness, check-in, communication, location, value, and the number of reviews per 

month which are clustered under social features. The product and social features are present 

at the listing level. As my research in the relevant literature shows, the correlation between 

collaborative consumption and economic factors such as the unemployment rates, GDP, 

and population size has not been fully examined. Therefore, this research attempts to assess 

the influence of the economic factors at the city level as a variable. Finally, this paper 

investigates cultural factors of different countries that are represented by the trust variable 

and lifestyle values such as the number of work hours, the number of leisure hours, and 

average life satisfaction, and their influence on prices. Consequently, this paper proposes 
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to build an integrated theoretical framework from the collaborative consumption 

perspective for how product features, social features at the listing level, economic factors 

at the city level, and cultural values at the country level contribute to the pricing by 

adopting the hedonic demand theory and the multilevel method.  

Hypothesis 1a: Product features at the listing level impact listing price 

Hypothesis 1b: Social features at the listing level impact listing price 

Hypothesis 2: Economic Factors at the city level impact listing price 

Hypothesis 3: Cultural Values at the country level impact listing price 

Previous literature looked at the multilevel modeling applications mostly in behavioral, 

education, and social research fields. More recently, this method has been leveraged by the 

social science and management literature. This paper intends to add to this new literature 

by analyzing the extent of applying multilevel models to the collaborative consumption 

phenomenon, in particular peer-to-peer traveling accommodation service’s pricing. This 

paper combines the hedonic demand approach with a multilevel modeling method, taking 

advantage of the abundance of untapped information to help in building an integrated 

theoretical framework for collaborative consumption pricing. This research reviews Airbnb 

data with a hierarchical structure and proposes a multilevel model from a hedonic demand 

theory perspective to determine the influence of these factors and random effects (Figure 

2-1).  
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Figure 2-1 Factors Influence on Price 

2.5.  Data & Methodology 

2.5.1. Data  

The data consist of Airbnb listings collected from Airbnb’s homepage 

http://insideairbnb.com/get-the-data. The Airbnb data include product/room features, host 

features, and social features of Airbnb listings which include cities of Amsterdam, 

Antwerp, Athens, Austin, Barcelona, Berlin, Brussels, London, Madrid, Paris, Venice, and 

Vienna from Europe, and Boston, Chicago, Los Angeles, Nashville, New Orleans, New 

York City, Oakland, New Orleans, Portland, San Diego, San Francisco, Santa Cruz, 

Seattle, and Washington DC from the U.S. The data range is from 6/29/2015 to 11/8/2015. 

Oakland and Santa Cruz are excluded from the analysis as data could not be obtained 

regarding the economic factors. A total number of 209,050 listings with 115 variables were 

collected and merged. 

Within the Airbnb data, the following attributes are of focus: the number of people that can 

be accommodated, the number of bathrooms and bedrooms, the number of beds, the bed 

type, square feet, the number of guests, the minimum stay, the maximum stay. These 
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variables are part of product features. The perceived values such as the review scores for 

ratings, accuracy (of the listing description), cleanliness (of the accommodation), check-in 

(ease of check-in process), communication (between host and guest prior to and during the 

stay/responsiveness), location (neighborhood/proximity), value (for money in relation to 

service received), and the number of reviews per month are clustered under the social 

features. Moreover, host features have also been included as variables such as whether the 

host has a profile picture or not, whether the host identity is verified or not, the number of 

host’s listings, and host tenure. 

In addition, economic factors such as the unemployment rates, GDP, and population size 

data were obtained at the city level from the database of the “Organization for Economic 

Co-operation and Development” (OECD) statistics website. Household savings data was 

also extracted at the country level from the OECD. Average nightly hotel prices are 

collected monthly from Trivago Hotel Price Index for Europe. Data were monthly, and the 

annual average was taken for each city and converted to USD (using the IRS website). 

Average nightly hotel prices are collected from Statista for the U.S. Hotel occupancy rates 

were obtained from Eurostat. 

Furthermore, data regarding the lifestyle of U.S. and European citizens were collected 

across the countries, such as time devoted to leisure and personal care hours (leisure hours), 

the number of work hours, average annual hours worked, percentage of employees working 

very long hours, and life satisfaction average score (life satisfaction). The lifestyle 

variables (by country) were obtained from the 2014 OECD statistics database. The trust 

variable was captured from the World Values Survey Wave (WVS) 6: 2010-2014 at the 

country level. This variable is based on whether “Most people can be trusted” from the 
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WVS. Data regarding Germany, Netherlands, Spain, and the U.S were present in the 

survey. For countries that did not have a trust value, an approximation was used by 

analyzing the Inglehart–Welzel Cultural Map 2015 (Analysis of WVS data made by 

political scientists Ronald Inglehart and Christian Welzel). It is acknowledged that the data 

come from different periods, which is a potential limitation of this study. All the 

independent variables were standardized. 

2.5.2. Method  

As discussed above, multilevel models are appropriate for hierarchical data structures 

present in the Airbnb data, as shown in Figures 2-2 and 2-3, in which prices for specific 

Airbnb listings are nested within cities and cities nested within countries. In the same way 

as Espinet et al. (2003) explained in their study of the effect on the price of different 

characteristics of holiday hotels, these models are beneficial when the hypothesis is 

rejected as the parameters remain constant for all listings, cities, or countries, and 

estimating the variance of parameters across these three levels.  

 



19 

 

Figure 2-2 Airbnb Data Structure 

 

Figure 2-3 Hierarchical Data Structures 

 

Multilevel models identify the presence of hierarchies in the data by taking into account 

variance factors of every level in the hierarchy individually. Multilevel models are 

comprised of linear regression models. Linear regression models neglect the variation 

between levels, and sample problems often occur. By ignoring the variations between 

levels, standard errors will be underestimated, which usually results in overestimating the 

statistical significance (University of Bristol, 2015).  

As illustrated in the research model and hypotheses section, this paper intends to develop 

a multilevel model to explore geographical differences in the collaborative consumption 

pricing while other variables are held constant. This research aims to account for random 

effects of the city and country level along with the impact of the predictors of the listing 

level when other variables are held constant and estimate the hedonic functions. Airbnb 

listings were collected from Airbnb’s homepage. The listing price is the dependent variable 

Y and was log-transformed to deal with the skewed distribution. Independent variables at 
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the listing level include the number of people that can be accommodated, the number of 

bathrooms and bedrooms, the number of beds, the bed type, square feet, the number of 

guests, the minimum stay, the maximum stay, the review scores for ratings, accuracy, 

cleanliness, check-in, communication, location, value, and the number of reviews per 

month. City-level independent variables include the unemployment rates, GDP, household 

savings, and population size. Country-level variables include time devoted to leisure and 

personal care hours (leisure hours), the number of work hours, percentage of employees 

working very long hours (percentage of employees working on average fifty hours or 

more), average annual hours worked, life satisfaction average score, and household 

savings. The Iterated Generalized Least Squares (IGLS) algorithm was applied, illustrated 

in the Centre for Multilevel Modeling (University of Bristol, 2015). For p explanatory 

variables, the multilevel model equation for price forecasting represents each level is as 

follows: 

Yijk = β0jk + � βpjkXpijk +
p

εijk   (1.1) 

 

β0jk = γ00 + γ01Zjk + v0k + u0jk    (1.2) 

 

βpjk = γp0 + γp1Zjk + vpk + upjk   (1.3) 

 

Where i is a Level 1 observation (listing), j is a Level 2 observation (city), k is a level 3 

observation (country), X is a Level 1 predictor, and Z is a Level 2 predictor. Xpijk signifies 

the pth as an explanatory variable calculated for the ith listing in the jth city of the kth country. 
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Zjk signifies the explanatory variable calculated for the jth city of the kth country. In this 

model, only one explanatory variable for the city level estimation was included; however, 

the model can be adjusted if there is more than one variable. For ease of use, only the city 

level predictor was included in the equation, but the country level predictor can also be 

included.  

1.2 signifies the regression intercepts (for each city j in country k) 

1.3 signifies the regression coefficients (slopes) (for each country j in country k) 

 

eijk is the random effect at the listing level 

u0jk  and upjk are the random effects at the city level 

v0k and vpk are the random effects at the country level 

v00 is the fixed regression model 

γ00, γ01, γp0, γp1 are fixed regression coefficients.  

 

All the random effects at different levels are assumed to have a mean of zero, independent 

of each other, and constant variance. 

As a result, random effects of the city and country levels add a geo-specific random 

contribution to the price forecast. Also, the intercept in the model represents the random 

effects of city and country, which cannot be attributed to the independent variables’ effects.  
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2.6.  Model Building Process 

This research starts with an unconditional model (model without any predictors), and the 

intraclass correlation coefficient (ICC) is calculated. The ICC is an important measure as 

it shows the variation in the result derived from the “between level-2” units. Then more 

dimensions were added to the model to improve the model fit. A maximum likelihood 

(ML) method has been used to produce the parameter estimates as it is used for unbalanced 

data and allows comparative modeling. Akaike’s Information Criterion (AIC) and 

Bayesian Information Criterion (BIC) are used to observe improvement in the model fit. 

Smaller AIC and BIC values indicate a better fit. The model building process is illustrated 

in Table 2-1 below. SAS Proc MIXED statements are utilized to build the models aligned 

with the current research literature, including Bell et al. (2013). All continuous variables 

are grand-mean centered. 

 

 

Table 2-1 Model Building Process 

 

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 
No predictors Random effects 

for the listing & 
city in the 
intercept and  

Random effects 
for the listing & 
city in the 
intercept and  

No predictors Random effects 
for the listing & 
city & country 
in the intercept 
and  

Random effects 
for the listing & 
city & country 
in the intercept 
and  

Random effects 
for the listing & 
city & country 
in the intercept 
and  

Random effects 
for the listing & 
city in the 
intercept 

Random effects 
for the listing in 
the coefficients 
of the 
independent 
variables  

Random effects 
for the listing 
and city in the 
coefficients of 
the independent 
variables  

Random effects 
for the listing & 
city & country 
in the intercept 

Random effects 
for the listing in 
the coefficients 
of the 
independent 
variables  

Random effects 
for the listing 
and city in the 
coefficients of 
the independent 
variables  

Random effects 
for the listing, 
city, and 
country in the 
coefficients of 
the independent 
variables  
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factor loadings for each variable are maximized on one factor and are above .65 except for 

dwelling unit restrictions. There are no cross-loadings in the rotated solutions. The rotation 

factor patterns are all consistent with each other. Promax rotation is retained to extract the 

factors as this rotation maximizes the loadings. Table 3-5 presents the factor loadings with 

promax rotation.  

The two-factor solution reveals that zoning, shared with owner and quota restrictions are 

loaded on Factor 1, primary residence, limitation on the number of listings or rental days, 

and dwelling unit restrictions on Factor 2. Factor 1 can be considered area and listing type 

restrictions, while Factor 2 can be regarded as unit-related restrictions. The cities are scored 

based on the standardized scoring coefficients of the factor analysis to create the limitation 

severity scale 2 index. The severity categories for limitation are illustrated in Table 3-4, 

and Figure 3-4 presents the city scores based on the factor analysis. Cambridge has the 

highest unit-related restrictions value (Factor 2) as it is impacted by zoning, dwelling unit, 

and limitation on the number of days restrictions. In contrast, Pacific-grove has the highest 

area and listing type restrictions value (Factor 1) since it is impacted by quota, shared with 

the owner, zoning, and limitation on the number of days restrictions. Boston, Portland, San 

Francisco, Denver, New York, Nashville, and New Orleans are clustered on the unit-related 

restrictions factor. Clark County, Ashville, and Hawaii are grouped on the area and listing 

type restrictions factor. 

The heterogeneous treatment effects of these regulations and their severity on pricing are 

determined and quantified by applying the Difference-in-Difference (DD) methodology. 

The different regulation practices in these cities present a “natural experiment” that allows 
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us to identify the policies’ impact. The following section will introduce the research model 

and hypotheses. 

 

 

Figure 3-1 Regulation Trend by Year (2015-2019) 
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Figure 3-2 Regulation Growth 

 

Figure 3-3 Total Number of Cities by Regulation Type 
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City Registration Taxation Limitation 

Asheville, NC Jan-18 Jan-18 Jan-18 

Austin, TX Jan-13 May-17 - 

Boston, MA Aug-19 Aug-19 Aug-19 

Broward County, FL Aug-15 Jun-17 - 

Cambridge, MA Apr-18 Aug-19 Apr-18 

Chicago, IL Aug-17 Jan-16 - 

Clark County, NV Dec-18 Jan-15 Dec-18 

Columbus, OH Nov-18 Nov-18 - 

Denver, CO Apr-19 Apr-18 Apr-19 

Hawaii, HI Jun-19 Jun-19 Jun-19 

Jersey City, NJ Oct-15 Oct-15 - 

Los Angeles, CA Nov-19 Aug-16 Nov-19 

Nashville, TN Jul-15 Mar-18 Jul-15 

New Orleans, LA Apr-17 Jan-17 Apr-17 

New York City, NY - Jan-17 Jan-17 

Oakland, CA Jan-15 Jul-15 Jan-15 

Pacific Grove, CA Aug-15 Feb-18 Aug-15 

Portland, OR Jan-14 Jul-14 Jan-14 

Rhode Island, RI - Jul-15 - 

Salem, OR Apr-17 Apr-18 - 

San Diego, CA Jul-15 Jul-15 - 

San Francisco, CA Jan-18 Oct-14 Jan-18 

 

Table 3-2 Regulations across 22 cities in the US 
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Table 3-3 Severity scale for Registration and Taxation Policies 

 

 

 

City Registration Registration 
Fee 

Severity* 
(based on 
quartiles) 

 Taxation Tax Rate 
Severity* 
(based on 
quartiles) 

Asheville, NC 1 $208  2  1 13.00% 1 

Austin, TX 1 $285  3  1 17.00% 4 

Boston, MA 1 $200  2  1 17.95% 4 

Broward County, FL 1 $425  3  1 12.00% 1 

Cambridge, MA 1 $500  4  1 17.45% 4 

Chicago, IL 1 $0  1  1 17.40% 4 

Clark County, NV 1 $500  4  1 12.60% 1 

Columbus, OH 1 $95  1  1 16.75% 4 

Denver, CO 1 $100  1  1 13.65% 2 

Hawaii, HI 1 $500  4  1 14.96% 3 

Jersey City, NJ 1 $250  3  1 17.63% 4 

Los Angeles, CA 1 $89  1  1 14.00% 2 

Nashville, TN 1 $313  3  1 13.00% 1 

New Orleans, LA 1 $250  3  1 16.20% 3 

New York City, NY 0  0  1 14.75% 3 

Oakland, CA 1 $220  2  1 14.00% 2 

Pacific Grove, CA 1 $1,000  4  1 12.00% 1 

Portland, OR 1 $105  2  1 13.30% 2 

Rhode Island, RI 0 N/A 0  1 13.00% 1 

Salem, OR 1 $180  2  1 10.80% 1 

San Diego, CA 1 $0  1  1 10.50% 1 

San Francisco, CA 1 $450  4  1 14.00% 2 
        
* 0=  No Severity, 1= Low Severity, 2= Medium Severity, 3= Medium-High Severity. 4= High Severity 
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Table 3-4 Severity scale for Limitation Policies 

 

 

 

City Limitation Type of Limitation**
Scale 1*

(No. of limitation 
categories)

Scale 2
(Area/Listing 

type restrictions)

Scale 2
(Unit related 
restrictions)

Asheville, NC 1 Z,S,L 3 1.44 0.11
Austin, TX 0 0 -0.71 -0.92
Boston, MA 1 O,L 2 -0.39 1.00
Broward County, FL 0 0 -0.71 -0.92
Cambridge, MA 1 O,H,L 3 -0.55 2.24
Chicago, IL 0 0 -0.71 -0.92
Clark County, NV 1 O,Z,S 3 0.82 0.26
Columbus, OH 0 0 -0.71 -0.92
Denver, CO 1 O,Z,L 3 0.44 1.06
Hawaii, HI 1 Z,Q,L 3 2.02 -0.57
Jersey City, NJ 0 0 -0.71 -0.92
Los Angeles, CA 1 O 1 -0.87 0.11
Nashville, TN 1 O,L,Z 3 0.44 1.06
New Orleans, LA 1 L,Z,O 3 0.44 1.06
New York City, NY 1 S, H, L 3 0.45 1.29
Oakland, CA 1 Z 1 0.12 -0.86
Pacific Grove, CA 1 Q,S,L,Z 4 2.87 -0.49
Portland, OR 1 O,L 2 -0.39 1.00
Rhode Island, RI 0 0 -0.71 -0.92
Salem, OR 0 0 -0.71 -0.92
San Diego, CA 0 0 -0.71 -0.92
San Francisco, CA 1 O, L 2 -0.39 1.00

* 0=  No Severity, 1= Low Severity, 2= Medium Severity, 3= Medium-High Severity. 4= High Severity
** Z=Zoning restrictions (only allowed in designated areas)
O=Owner occupied (primary residence)
L=Limitations on the number of listings and/or rental days
S= Shared with owner during rental, or adjacant
Q=Quota on number of listings per community
H= Dwelling unit restrictions
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Factors for Limitation 

Categories 

  Area / Listing 

Type 

Restrictions 

Unit Related 

Restrictions 

Zoning 0.80 0.04 

Shared with owner 0.65 0.05 

Quota 0.81 -0.28 

Primary residence -0.16 0.82 

Limitation on no. of listings / rental days 0.47 0.71 

Dwelling unit restriction -0.10 0.57 

Table 3-5 Factors for the Limitation Categories with Promax Rotation 

 

Figure 3-4 Factor Score of Cities 



55 

3.4. Research Model and Hypothesis 

3.4.1. Regulatory Changes Impact on Airbnb Pricing 

As different regulation practices are illustrated above, this paper focuses on determining 

and quantifying the effect of these regulations on Airbnb pricing. This paper investigates 

how Airbnb hosts respond to this regulation and precisely the impact of these regulations 

on listing prices. Differences in regulation enforcements across 24 cities are utilized to 

analyze the regulations' impact on listing prices. New York has enforced legislation, as 

stated by Kharpal (2017) “New York introduced legislation allowing the state to fine 

Airbnb hosts for listing properties for terms less than 30 days if a permanent resident will 

not be present.” In contrast, Los Angeles has provided hosts with more options for short 

and long-term rentals under the current legislation. Since 2017, there have been more and 

more cities that have enforced several regulations on STR.  

It could be argued that the regulation impact on Airbnb listings could increase prices due 

to the shift in supply and demand. Data in February 2017 showed that both Barcelona’s 

and New York’s available listing nights declined around 10% after regulations, according 

to a research report from a Swiss investment bank UBS (Kharpal, 2017). The UBS analysis 

also indicates that regulation hurts the supply and demand growth of Airbnb, especially in 

New York and Barcelona” (Kharpal, 2017). Bustamente (2021) reported in the Airbnb 

statistics that listings in New York and San Francisco dropped by 7.1% and 16.7%, 

respectively, between 2017 and 2019 due to the increase in regulations. The negative 

impact on the supply could lead to higher listing prices in regulated cities. Quigley and 

Raphael (2005) found that land-use regulatory measures lead to an increase of 1% to 2.3% 
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in the price of rental housing, and when they control for county-level fixed effects, the 

point estimates are reduced. In addition, housing prices grew faster in more intensely 

regulated cities from those less intensely regulated. Studies in the literature also reveal that 

tax increases are passed through to consumers, indicating price increases.  Cui and Davis 

(2022) pointed out that ad valorem taxes’ effects have been examined in the industries such 

as hotels, alcohol, and tobacco. As all cities face tax policies and most cities face 

registration and limitation policies, it could be expected that tax, registration, and limitation 

policies have no or minor positive effects on listing prices. Since 2019, Airbnb has been 

facing regulation across US cities, and many listings have become illegal. However, these 

“illegal” listings are still present on the Airbnb platform. Thus, cities with a higher severity 

level of tax, registration, and limitation policies could be affected more compared to cities 

with lower-level severity of these policies. Hence, the following hypotheses are developed 

for assessing the impact of these regulations and are illustrated in Figure 3-5: 

Hypothesis 1a: Tax regulation changes impact listing price 

Hypothesis 1b: Severe tax regulation changes impact listing price  

Hypothesis 2a: Registration regulation changes impact listing price  

Hypothesis 2b: Severe Registration regulation changes impact listing price  

Hypothesis 3a: Limitation regulation changes impact listing price  

Hypothesis 3b: Severe limitation regulation changes impact listing price 



57 

 

Figure 3-5 Research Model and Hypothesis 

3.5.  Data & Methodology 

3.5.1. Data 

The data consist of Airbnb listings collected from Airbnb’s homepage 

http://insideairbnb.com/get-the-data by building a web scraper, using Python, and creating 

a data frame with pandas and beautifulsoup. With these libraries, relevant information from 

Airbnb’s page was extracted in a tabular structure, and data manipulation was enabled. 

The Airbnb data includes product/room features, host features, and social features of 

listings in 22 US cities. The data range is from 01/01/2015 to 12/31/2019.  A total number 

of 6,405,018 listings with 66 variables were collected and merged. The data vary in time 

points for each city; Boston’s data for 2015 are released on 10/03/2015, whereas New 

York’s 2015 data are released on 09/02/2015. Some cities’ data are not provided for all 

five years. Table 3-6 summarizes the cities and available data for 2015-2019 and the 

average listing prices.  

Listing 
Price

Tax 
Regulation

Registration 
Regulation

Limitation 
Regulation
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Table 3-6 Avg. prices and the total number of listings from 2015 to 2019 

Within the listing data, the focus has been on the number of people that can be 

accommodated, the number of bathrooms and bedrooms, the number of beds, the bed type, 

the entire home, the square feet of the room, the minimum stay, and the maximum stay, 

which are part of product features and perceived values such as the review scores for 

ratings, accuracy (of the listing description), cleanliness (of the accommodation), check-in 

(ease of check-in process), communication (between host and guest prior to and during the 

stay/responsiveness), location (neighborhood/proximity), value (for money in relation to 

service received), the number of reviews per month, and the number of reviews, which are 

clustered under the social features. Moreover, host features have also been included as 

variables such as the presence of a profile picture, the host identity verification, the number 

of host’s listings, and the host tenure. These attributes are controlled in the model to 

incorporate listings’ variation. Figure 3-6 lists the product and social features of a listing. 

City 2015 2016 2017 2018 2019 City 2015 2016 2017 2018 2019 Grand Total
Asheville, NC 125$ 143$ 166$ Asheville, NC 864           12,982      26,738      40,584         
Austin, TX 290$ 293$ 276$ 359$ Austin, TX 11,026      9,662        92,195      139,198    252,081       
Boston, MA 181$ 174$ 173$ 184$ 193$ Boston, MA 2,558        3,585        4,860        48,839      70,021      129,863       
Broward County, FL 189$ Broward County, FL 96,598      96,598         
Cambridge, MA 148$ 156$ Cambridge, MA 2,625        15,741      18,366         
Chicago, IL 150$ 136$ 142$ 166$ Chicago, IL 5,147        5,204        59,340      99,824      169,515       
Clark County, NV 164$ 188$ Clark County, NV 37,144      112,725    149,869       
Columbus, OH 149$ 324$ Columbus, OH 6,905        15,728      22,633         
Denver, CO 134$ 139$ 153$ 169$ Denver, CO 2,505        3,916        34,770      56,451      97,642         
Hawaii, HI 285$ 318$ Hawaii, HI 67,351      287,943    355,294       
Jersey City, NJ 158$ Jersey City, NJ 26,486      26,486         
Los Angeles, CA 175$ 178$ 180$ 198$ 209$ Los Angeles, CA 66,307      93,006      84,787      414,555    606,357    1,265,012    
Nashville, TN 200$ 196$ 209$ 213$ 264$ Nashville, TN 3,846        3,277        5,326        45,107      82,446      140,002       
New Orleans, LA 201$ 194$ 194$ 203$ 222$ New Orleans, LA 5,260        43,465      61,846      62,503      82,405      255,479       
New York City, NY 165$ 149$ 146$ 148$ 153$ New York City, NY 299,609    411,154    510,535    588,899    592,350    2,402,547    
Oakland, CA 128$ 141$ 128$ 132$ Oakland, CA 1,155        1,718        23,661      38,339      64,873         
Pacific Grove, CA 314$ 385$ Pacific Grove, CA 1,443        2,634        4,077           
Portland, OR 110$ 110$ 117$ 119$ 127$ Portland, OR 12,052      33,096      47,915      50,693      57,180      200,936       
Rhode Island, RI 269$ 271$ Rhode Island, RI 8,331        41,630      49,961         
Salem, OR 330$ 259$ Salem, OR 1,002        2,368        3,370           
San Diego, CA 214$ 212$ 213$ 223$ San Diego, CA 3,530        6,608        91,432      152,319    253,889       
San Francisco, CA 217$ 257$ 246$ 216$ 217$ San Francisco, CA 25,974      85,408      117,406    69,498      92,246      390,532       

Average Listing Price Total Number Of Listings
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* 0= No Severity, 1= Low Severity, 2= Medium Severity, 3= Medium-High Severity. 4= High Severity 

Figure 3-10 Descriptive Statistics for Taxation Severity (2015-2019) 
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* 0= No Severity, 1= Low Severity, 2= Medium Severity, 3= Medium-High Severity. 4= High Severity 

Figure 3-11 Price differences by Taxation Severity (2015-2019) 
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* 0= No Severity, 1= Low Severity, 2= Medium Severity, 3= Medium-High Severity. 4= High Severity 

Figure 3-12 Descriptive Statistics for Registration Severity (2015-2019) 
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* 0= No Severity, 1= Low Severity, 2= Medium Severity, 3= Medium-High Severity. 4= High Severity 

Figure 3-13 Price differences by Registration Severity (2015-2019) 

3.6.  Method  

3.6.1. The Difference-in-Differences Model 

In this paper, a “Difference-in-Differences” (DD) design is employed to determine the 

heterogeneous treatment effects of the regulation on prices, as this method enables us to 

identify the impact of the regulation on prices. The DD model is designed by comparing 

the pre-and post-regulation of each listing (treatment group: cities post-regulation 

adoption) and control group (cities having no regulation or cities that did not have a 

regulation treatment during the same period). 
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The selection bias due to the issue of the latent factors needs to be taken into account to 

attribute a direct interpretation to the results. For example, hosts select into treatment by 

obeying the regulation. Otherwise, these non-random choices can bias estimates of an 

average treatment effect (ATE), i.e., the impact of regulation on a randomly chosen Airbnb. 

The estimate could be biased downwards if we do not consider the possibility that hosts 

who are more risk-tolerant also are more likely not to obey the regulation. Hence, the 

simple pre-post design may be biased because of unobserved factors that affect outcomes 

and may change along with the treatment. However, if these unobserved factors also 

affected the control group, double differencing can remove the bias and isolate the 

treatment effect. As Dave et al. (2012) pointed out, the difference-in-difference-in 

differences (DDD) framework is the typical method in the economic literature for assessing 

the effects of state policies to obtain causal estimates of the effects of policies on outcomes. 

Hence, the DD model removes unobservable factors that vary in time and city level. 

Based on this remark, at first, a “Difference-in-Differences” design is employed to identify 

the heterogeneous treatment effect of any policy enforcement presence on Airbnb prices. 

Then, several DD models are used to determine the impact of tax, registration, and 

limitation regulations and their severity levels separately to investigate the influence of 

different regulations and regulations’ severity levels. The main variable of interest in these 

analyses is the interaction of treated cities and post-regulation. The relationship between 

the regulation and the price is estimated using multivariate regression with the standard 

errors clustered at the city level to account for the correlation within each city. The model 

is estimated with the city fixed effects and time (year, month, day of week) fixed effects, 

and the errors are clustered at the city level: 
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𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + (𝛽𝛽1)𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐𝑐𝑐 + 𝛽𝛽2𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖 + 𝜆𝜆𝑐𝑐 + 𝜃𝜃𝑡𝑡 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖 

The dependent variable is the log of the daily listing price of listing i in city c at time t. The 

policy is an indicator equal to one when the listing is in one of the treated cities in the post-

policy time frame and zero otherwise. The estimate of 𝛽𝛽1 is the key parameter of interest 

in the above model, the difference-indifference (DD) estimator X is a vector of individual 

characteristics of a listing (such as the number of people that can be accommodated, the 

number of bathrooms and bedrooms, the number of beds, the bed type, and the review 

scores for ratings), the year is a vector of year, month, day of the week to include time trend 

for all cities, and time-invariant city fixed effect is used to include any unmeasured 

differences in cities that are fixed across time and the errors are clustered at the city level.  

The DD model can eliminate the selection bias; however, this model needs to meet the 

parallel assumption, which implies that the control group should be similar to the treatment 

group and have the same pricing trends in the pre-regulation years. Due to the limitation 

of the gap in the data, the parallel trend assumption is not tested and remains a limitation. 

3.6.2. Synthetic Control Method 

As a second step, the synthetic control method is applied. Abadie et al. (2010) designed the 

synthetic control method to estimate the causal effects of policy interventions while 

studying the impact of a large tobacco control program adopted in California in 1988. The 

synthetic control method is a data-driven process using observed measurable 

characteristics to create suitable comparison groups at an aggregate level (cities, countries, 

districts, etc.) (Abadie et al., 2010). Abadie (2021) highlighted the increase in the usage of 

synthetic control methods in empirical research in economics and other fields. Athey and 
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Imbens (2017) considered this method the most imperative innovation in the policy 

literature.  

The synthetic control method is leveraged to compare the DD model’s results. This method 

explicitly forms a control group to minimize pre-policy differences between the treatment 

city and the control group. This method can better help satisfy the parallel trends 

assumption.  Also, the synthetic control method can assess if there is heterogeneity in the 

treatment (policy) effect across cities. Synthetic control estimates detect the magnitude and 

direction of treatment effects by linking the listing’s actual price to its counterfactual 

replica without treatment. The synthetic control method is applied to investigate the 

limitation regulation effect on the price. Fourteen cities (Asheville, Boston, Cambridge, 

Clark County, Denver, Hawaii, Los Angeles, Nashville, New Orleans, New York City, 

Oakland, Pacific Grove, Portland, and San Francisco) that enforce limitation regulations 

are considered for the treatment group. However, the data has gaps and the pre-treatment 

period data are not available for every city. The gap in the data is a limitation of this study 

as we need to be able to compare pre-treatment and post-treatment outcomes to identify 

the effect of the regulatory intervention1.  

Out of 14 cities with regulations, seven cities can be investigated for the limitation 

regulation effect on the price. Ashville, Cambridge, Nashville, Oakland, Pacific Grove, and 

Portland do not have data that pertains to the pre-treatment period. In addition, San 

Francisco cannot be analyzed as it has only one comparable city available due to the data 

gap limitation for the donor pool. Hence, the final treatment cities in the analysis include 

 
1 Due to the data limitation, registration and taxation policies are not considered in the synthetic controls 
method as the treatment periods started prior to the limitation treatment period 
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Boston, Clark County, Denver, Hawaii, Los Angeles, New Orleans, and New York City. 

The donor cities are evaluated individually for each treatment city to overcome the data 

gap issue. Thirteen cities (Asheville, Boston, Cambridge, Chicago, Clark County, Denver, 

Hawaii, Nashville, New Orleans, New York City, Oakland, Pacific Grove, and Portland) 

have introduced limitation regulations and are excluded from the donor pool. Although Los 

Angeles and San Francisco have also introduced limitation regulations, they have been 

included in the donor pool for the prior periods without regulations. For example, New 

York City has data from 2015-01, and its treatment period (when the regulation became 

effective) is 2017-02. However, many donor cities do not have data as early as 2015-01, 

and they mostly start after 2018-07, which falls under the post-treatment period. Only Los 

Angeles and San Francisco (up until the period they face limitation regulations 2019-11 

and 2018-01, respectively) are considered for the donor cities.  

Fremeth et al. (2016) explained that “The synthetic control method generates a 

counterfactual or clone of the treated unit based on a weighted average of a small number 

of other comparable units that were not subject to the treatment phenomenon” (p.1). The 

variables (log-transformed price, the number of people that can be accommodated, and the 

number of bedrooms) are used in the preintervention period from the selected donor cities 

to create the weighing of units to develop the synthetic controls. After constructing 

synthetic controls for each of the seven treatment cities separately, the data that include the 

dependent variable of treated cities (Y-treated) and the dependent variable of synthetic 

controls (Y-synthetic) along with the associated periods are appended together. Then, a 

policy dummy variable for each city, based on the period, is created to study the regulation 

intervention effect. The difference in the y-treated and y-synthetic is the dependent 
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variable. We run a regression model including the city fixed effects and the year and month 

time fixed effects to determine the impact of the regulation.  

3.7.  Results 

3.7.1. Difference-in-Differences Model 

Table 3-7 presents the DD model regression results. Since the regulations are highly 

correlated with each other, models are run separately for each regulation rather than 

analyzing all three regulations together. The first column shows that limitation policy 

enforcements result in a 0.5% increase in the listing price and is statistically significant, 

but the slight increase is likely not economically meaningful. Moreover, this table also 

shows the individual effect of tax and registration regulation types on listing prices. Policy 

changes regarding occupancy tax and registration result in a 0.30% decrease and a 0.6% 

increase in price, respectively, which are not statistically significant.  

In the next model, an inspection of regulation severity regarding limitation, tax, and 

registration is performed. As mentioned in the regulatory landscape section, severity 

attributes (low, medium, medium-high, high) are assigned to limitation, tax, and 

registration policies. It is found that severity measures for all three regulations significantly 

impact listing price except for the severity scale constructed by factor analysis.  

Table 3-8 presents limitation severity DD model results. First, implementing low and 

medium severe limitation policies increases the listing price by 1.4% and 1.3%, 

respectively.  However, prices do not change significantly for cities with medium-high 

severity policies indicating that price increments are higher in cities with low to medium 
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severe limitation policies. For example, in cities with low to medium limitation severity 

(Boston, Los Angeles, Oakland, Portland, and San Francisco), the listing price increases 

between 1.3% and 1.4%, whereas, in cities with high limitation severity (like Denver, 

Hawaii, New Orleans, and New York) we do not observe any changes in the listing prices. 

The factor analysis results of the severity measure show that area and listing type 

restrictions lead to a 0.4% decrease in price while unit-related restrictions lead to a 0.2% 

increase in price; however, these effects are not statistically significant.  

The registration severity shows that low and medium severe registration policies increase 

the listing price by 1% and 1.3%, respectively, indicating that cities with low to medium 

severe registration fees have, on average, a 1.15% increase in the listing prices compared 

to cities with no registration fees (Table 3-9). The listing prices decrease by 0.8% for the 

medium-high severe fees, indicating a non-linear relationship between severity levels and 

the price. The highest severe category does not result in any significant listing price 

changes.  

The tax severity also has a significant impact on the listing price. Implementation of low 

severe tax policies decreases the listing price by 1.4% (Table 3-9). Higher severity levels 

do not have any significant effect on the price.  

When all severities of the three regulations are tested, it is assessed that the implementation 

of low severe limitation policies increases the listing price by 2.3%. In contrast, other 

severity levels do not significantly affect price (Table 3-10). In contrast, the medium-high 

severe registration fees decrease the listing prices by 1.1%. Other severity levels do not 

result in any significant listing price change. Lastly, the low and medium-high severe 
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taxation rates decrease the listing price by 1.4% and 1.8%, respectively, and other levels’ 

effects on price are not significant. 

In summary, the findings indicate that tax and registration policies have no impact on 

pricing, whereas limitation policies have an economically small upward impact on listing 

prices. Moreover, the severity plays an essential role as the low and medium severity 

limitation and registration severity have a statistically significant and economically small 

positive impact on the listing price. These findings are consistent with other regulatory 

implication studies across different industries. Quigley and Raphael (2005) also find that 

rental housing prices grew faster in more regulated cities with a magnitude between 1% to 

2%, reduced when county fixed effects are included. Finally, tax policies with low severity 

decrease prices by 1.4%. Cui and Davis (2022) also showed in their DD regression results 

that listing prices decreased in Los Angeles by 3.6% due to the occupancy tax.  

Even though these effects are economically minor, it is common to have small effects with 

DD models in the literature. Similarly, Zervas et al. (2017) also found that in Texas, a 1% 

increase in Airbnb listings led to a 0.05% decrease in hotel revenues which is six times 

smaller than the impact of the supply of hotel rooms increase (0.3%). The authors also 

highlighted that although their findings are small in magnitude, Airbnb’s rapid growth 

could still threaten the hospitality industry in the future.   

While the magnitude of the regulation effect (about 1% or $2) is currently marginal with 

respect to the average Airbnb listing price of $197, it is important to note that most of the 

regulations are relatively new and are hardly enforced. Cities are struggling to implement 

and monitor new policies on available listings. These challenges result in many illegal 
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listings without proper licenses that violate the regulations. Further restrictions are 

attempting to monitor and identify illegal listings. Cities also offer hosts grace periods to 

adapt to the new policy. Therefore, the effects are predicted to increase as the enforcements 

become stricter.  The findings underscore the significant impact of regulations and their 

potential strength as hosts' limitations are increasing (Tables 3-7 to 3-10).   

Presence of Regulations 

  Limitation Model Taxation Model  Registration Model 

Limitation 0.0054*   

 (2.16)   
    
Taxation  -0.0033  

  (-0.93)  
    
Registration   0.0068 

   (2.05) 
    
* Statistically significant at .05 

  
(Numbers in brackets represent the t-value) 

 
Table 3-7 DD Estimates of Limitation, Taxation, Registration Models 
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Limitation Severity 

  Scale 1  
(No. of Limitation Categories) 

Scale 2 
(Factor Analysis) 

Low 0.0139***  

 (6.03)  
   

Medium 0.0125***  

 (4.52)  
   

Medium-High 0.000417  

 (0.15)  
   

High 0  
 (.)  
   

factor1  -0.00392 
  (-0.96)    

factor2  0.00225 
  (0.91)    

* Statistically significant at .05 
 

(Numbers in brackets represent the t-value) 
 

 

Table 3-8 DD Estimates of Limitation Severity Model 

 

  Registration Severity Taxation Severity 

  Severity* 
(based on quartiles) 

Severity* 
(based on quartiles) 

Low 0.0101* -0.0137** 
 (2.21) (-2.93)    

Medium 0.0126*** 0.0017 
 (8.91) (0.41)    

Medium-High -0.0082* -0.004 
 (-2.81) (-1.16)    

High 0.0074 -0.0008 
 (1.63) (-0.08)    

* Statistically significant at .05  
(Numbers in brackets represent the t-value) 

 

Table 3-9 DD Estimates of Registration and Taxation Severity Models 



75 

 Severities 

 
No. of limitations categories  
Taxation & Registration based on 
quartiles 

Limitation Low 0.0228* 
 (2.52)   
Limitation Medium 0.00903 

 (1.21)   
Limitation Medium-High 0.0154 

 (2.01)   

Limitation High 0 

 (.)   
Taxation Low -0.0141** 

 (-3.00)   
Taxation Medium 0.00177 

 (0.51) 
  

Taxation Medium-High -0.0179* 
 (-2.51)   

Taxation High -0.00643 
 (-0.65)   

Registration Low -0.00918 

 (-1.06)   
Registration Medium 0.00974 

 (0.91)   
Registration Medium-High -0.0112** 

 (-2.92)   
Registration High 0.00207 

 (0.46) 
 

Table 3-10 DD Estimates of all Regulations’ Severities Model 
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3.7.2. Synthetic Control Method 

The regression results reveal that the limitation regulation leads to a 1.5% decrease in price. 

Two regression models are run, one for clustering the error terms by city and one without 

clustering the error terms as there are only seven clusters which could lead to low statistical 

power. The significance level of the model with the clustered error terms is 0.08. The 

significance level of the model without the clustering is 0.01. It is expected to have lower 

significance power with the small number of clusters; therefore, we can conclude that this 

negative effect on the price is significant.  

As a robustness test, cities with non-parallel pre-treatment trends with synthetic controls 

(Clark County, New Orleans, and New York) are excluded from the analysis. The effect 

size is reduced to -1.1%; however, the p-value (0.19) is insignificant. The results of the 

regressions and the graphs comparing trends for treatment cities and their synthetic controls 

are provided in Appendix 5.2 through 5.6. As a result of the synthetic control method, the 

limitation policies have an economically small negative impact on listing prices.  This 

finding contradicts with the outcome of the DD model. This contradiction could be due to 

the data availability limitation and could be an interesting area for future research. 

3.8. Conclusion 

This paper focuses on regulatory changes as the recent growth in the sharing economy is 

suffering from regulatory challenges between government agencies, SE companies, and 

market participants. This research aims to assist the advancement of the SE and provide a 

guide for participants in the SE and governments by presenting how different regulatory 

practices affect prices. This paper contributes to the literature 1) by providing a first 
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overview of overarching regulatory practices to establish a deeper understanding of 

different types of regulations and their impact on Airbnb prices, 2) by applying a 

“Difference-in-Difference” (DD) model and synthetic control methodologies together, 3) 

by constructing a rich dataset of twenty-four cities over five years from Airbnb, and 4) by 

developing severity indices to evaluate different regulation practices and quantifying their 

effects which would offer valuable knowledge and fill the gap in the sharing economy 

literature. This paper could lead the research in the right direction to answer the challenging 

question of how to regulate this new phenomenon. Moreover, it is shown that these 

regulatory changes lead to price increases, indicating a potential downward trend in Airbnb 

usage as these enforcements are getting stricter. Although new policies have been 

implemented in recent years, the enforcement of these new regulations has been lagging. 

While many listings remain illegal, the findings suggest a potential upward trend in Airbnb 

listing prices as these enforcements are getting stricter.  
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Chapter 4: Unlocking the Impact of Reputation on Collaborative 

Consumption Pricing: Towards a Better Understanding of Direct 

and Indirect effects of Ratings 

4.1.  Introduction 

A vital aspect of the sharing economy (SE) is the establishment of feedback rating systems 

to foster trust in peer-to-peer platforms. Ratings and reviews provide information on former 

transactions and evaluations; therefore, they assist in building trust in the platform. 

Consequently, a prevalent method for forming trust in peer-to-peer platforms is the use of 

reputation systems. This paper focuses on identifying the direct effect of the rating systems 

on pricing by leveraging panel data about Airbnb. Studies in the literature reveal that 

reputation systems, such as rating systems, impact pricing. The results of the first paper 

show that the “star” rating system impacts listing price. Therefore, it can be interpreted that 

higher ratings increase the listing price. High ratings represent trustworthiness and 

credibility, so people charge more for high-value perceptions.  

In the literature, there is a gap for a comprehensive investigation to determine the direct 

and indirect effects of rating systems on collaborative consumption pricing. Dellarocas 

(2003) raised an important question of “how well does the mechanism work?” while 

studying eBay’s online feedback mechanism (p.1412). This paper intends to unpack this 

question to deepen our understanding of how feedback and reputation systems work by 

investigating their impact on Airbnb prices and the relationship between different types of 

ratings. This paper aims to develop a model for collaborative consumption pricing by 

applying panel data and fixed effects methodologies to account for selection bias and 
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control for unobservable time-invariant–listing specific characteristics. With the 

development of a more complex model, the impact of ratings on SE pricing can be detected. 

This paper also aims to contribute to the existing literature by investigating the direct and 

indirect associations among rating measurements by leveraging directed acyclic graphs 

(DAG).  

This paper’s contribution lies in detecting the direct and indirect effects of rating systems 

on Airbnb pricing, in addition to examining the direct and indirect associations among 

various rating attributes. First, an empirical study is developed on the listing prices in North 

American and European cities to analyze pricing and predictors of interest across cities. 

Then, the DAG method is leveraged to uncover the indirect associations among the rating 

factors. The following section provides a literature review on rating systems and an 

overview of Airbnb’s rating system. Then the research model and hypothesis are laid out, 

the data and methodologies applied are described, and the results are discussed, followed 

by the conclusion. 

4.2.  Overview of the Airbnb Guest Rating System and Literature Review 

on Rating Systems 

Airbnb established a rating system based on star ratings and additional commentary 

feedback. Guests are encouraged to leave a rating within fourteen days of booking, and 

hosts can leave remarks and stars to rate their guests.  

Guests can rate the host on a scale of one to five based on various factors such as overall 

experience, cleanliness, accuracy, value, communication, arrival, and location. Hosts can 

rate their guests only on cleanliness and communication and leave commentary feedback 
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visible to others in the Airbnb community. A host must accumulate at least three reviews 

before they get published, and the stars are not associated directly with the guests’ 

comments. Airbnb rewards frequent hosts with the title of “Superhosts”. The requirements 

to become a Superhost include at least ten trips to their listing in a year, at least 80% 5-star 

ratings, a 90% response rate to offers and questions, and only rare cancellations to already 

committed trips. The benefits of being a Superhost are valuable to hosts with enhanced 

filters for their listings, a priority support service, and an honoree badge attached to their 

profile visible to other users. Additionally, hosts can receive references from friends, co-

workers, or family to establish trust and increase confidence within the Airbnb community 

(Airbnb).  

Online rating systems such as the one used by Airbnb, eBay, and other sharing or e-

commerce platforms have been researched widely in the literature (Dellarocas, 2003; 

Bolten et al., 2013; Slee, 2013). Online feedback systems provide a form of self-regulation 

to identify misconduct and fraudulent behavior that harm users and damage the platform's 

reputation (Slee, 2013). explained the influence of reputation systems in the SE. He stated 

that trust is developed by rating systems as well as profile pictures and credible user 

verification and pointed out that trust could be a valuable, marketable good in peer-to-peer 

interaction. He concluded that the measurement scale of trust would challenge SE services. 

Leonard and Jones (2010) also examined the influence of perceived website quality on the 

users’ level of trust. They proposed that a consumer-to-consumer service operator needs to 

sustain a high level of quality to build trust. As debated by Slee (2013) and Zervas et al. 

(2017), ratings on Airbnb are extremely positive, which diminishes the opportunity to 

distinguish between different offers based on the review score. Content analysis of online 
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reviews combined with deep learning methodologies has also been studied in the SE 

literature to shed light on trust while extending the literature that mainly focused on the 

review ratings and helpfulness (Cheng et al., 2019).  

Hosts and guests criticize Airbnb’s ratings system as imperfect with flaws that can still lead 

to information asymmetry. Porges (2016) proposed that some of these flaws, such as the 

fact that a five-star rating makes guests believe the stars are an analogy to the hotel star 

rating, result in lower ratings on Airbnb despite having a perfect experience. Similarly, the 

“location” rating falls under the guest's perception, which can be biased based on their 

preference. Porges (2016) also describes the anxiety of receiving negative feedback from 

generally more critical and demanding guests. Porges argues that hosts might therefore try 

to approximate guest ratings before accepting the offer by searching the guests’ previous 

ratings on other hosts or evaluating their initial email message and profile picture to select 

only those who generally give positive remarks and are less critical. Gadidov and Priestley 

(2018) showed a positive correlation between the number of guests and rating scores in a 

study for quick-serve restaurants. Luca and Zervas (2016) highlight the widespread 

problem of fake reviews and underlying factors for review fraud in a popular review 

platform where 16% of restaurant reviews were marked as fake. These findings call for 

caution in handling review ratings and should include measures to exclude potential fake 

ratings.  

While research exists around rating systems on online platforms, there is currently no 

research on Airbnb ratings systems that investigates the direct effect of the rating system 

on Airbnb pricing and the indirect association between the rating measurements. Thus, this 
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paper investigates Airbnb’s rating system in relation to pricing by applying panel data and 

fixed effects methodologies. A DAG analysis will then follow this. 

4.3.  Data 

The data consist of Airbnb listings collected from Airbnb’s homepage 

http://insideairbnb.com/get-the-data. The Airbnb data include product/room features, host 

features, and social features of Airbnb listings. These listings include 11 cities from Europe 

and 12 cities from the U.S. The data collected ranges from 6/29/2015 to 4/8/2017.  A total 

number of 725,198 listings with 66 variables were collected and merged. Some of the city 

data is not provided for the entire timeframe. Table 4-1 summarizes the cities and available 

data for 2015-2017 and the average listing prices.  

Within the listing data, the focus has been on the following product features: the number 

of people that can be accommodated, the number of bathrooms and bedrooms, the number 

of beds, the bed type, the entire home, the square feet of a listing, the minimum stay, and 

the maximum stay. Following perceived values were also included: the review scores for 

ratings, accuracy (of the listing description), cleanliness (of the accommodation), check-in 

(ease of check-in process), communication (between host and guest prior to and during the 

stay/responsiveness), location (neighborhood/proximity), value (for money in relation to 

service received), the number of reviews per month, and the total number of reviews (see 

Figure 4-1). Moreover, host features have also been included as variables such as the 

presence of a profile picture, the host identity verification, the number of listings per host, 

and the host tenure. An event flag variable is created to account for special events in the 

data's timeframe, along with a quarter variable to account for seasonality.  
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Table 4-1 Avg. prices and the total number of listings from 2015 to 2017 

 

Figure 4-1 Example of a listing rating 

4.4.  Research Model and Hypothesis 

4.4.1. Direct Effect of Rating Systems on Airbnb Pricing  

As discussed above, an extensive literature review indicates that an investigation of the 

direct impact of the social features/ratings systems on the price has not been conducted in 

the context of collaborative consumption. One of the research purposes is to identify the 

City 2015 2016 2017 City 2015 2016 2017
Amsterdam (NL) 134$ 133$ 135$ Amsterdam (NL) 9,771      13,849    15,181    
Antwerp (BEL) 78$   Antwerp (BEL) 747         
Athens (GR) 58$   Athens (GR) 2,116      
Austin (US) 286$ 293$ Austin (US) 5,835      9,663      
Barcelona (ES) 78$   84$   92$   Barcelona (ES) 14,539    17,369    17,653    
Berlin (GER) 60$   58$   Berlin (GER) 15,373    20,130    
Boston (US) 181$ 174$ Boston (US) 2,558      3,585      
Brussel (BEL) 73$   Brussel (BEL) 4,903      
Chicago (US) 150$ Chicago (US) 5,147      
London (UK) 101$ 98$   96$   London (UK) 25,361    49,348    53,904    
Los Angeles (US) 176$ 181$ 179$ Los Angeles (US) 17,044    26,080    30,162    
Madrid (ES) 67$   69$   Madrid (ES) 7,446      13,335    
Nashville (US) 201$ 196$ Nashville (US) 2,110      3,277      
New York (US) 164$ 148$ 145$ New York (US) 30,483    40,227    40,629    
New Orleans (US) 201$ 187$ 197$ New Orleans (US) 2,646      4,514      5,455      
Paris (FR) 101$ 97$   96$   Paris (FR) 35,428    52,725    56,535    
Portland (US) 118$ 111$ 113$ Portland (US) 2,461      3,360      3,548      
San Diego (US) 214$ 212$ San Diego (US) 3,530      6,608      
San Francisco (US) 221$ 253$ 250$ San Francisco (US) 7,029      8,619      8,706      
Seattle (US) 145$ 128$ Seattle (US) 2,711      3,818      
Venice (IT) 135$ Venice (IT) 3,128      
Vienna (AUS) 69$   Vienna (AUS) 4,961      
Washington (US) 149$ 259$ Washington (US) 3,723      7,868      

Average Listing Price Total Number of Listings
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direct effect of the rating on the listing price. This research attempts to investigate 

perceived social features and control for tangible features of the listing. The social features 

are the variables of interest in this paper, and the tangible features are the control variables. 

Consequently, building a fixed effect model is proposed. This model is compared with the 

random effect and first difference model to determine how social features contribute to the 

pricing by explaining each element.  

Hypothesis 1: Ratings at the listing level impact listing price 

4.4.2. Indirect Effect of Rating Systems on Airbnb Pricing  

The second objective of this paper is to unravel the ratings relationship in the SE. Kim et 

al. (2020) drew attention to the stimulus-organism-response (S-O-R) theory and its 

extensive use in service, tourism, and consumer behavior research. The S-O-R theory 

investigates the relationship of environmental stimuli related to behavioral responses 

through the initial emotional responses such as pleasure (Mehrabian & Russell, 1974). 

Using the S-O-R framework, product and contextual features are stimuli that affect 

customers’ perceived value and, consequently, their responses, such as loyalty or purchase 

intentions (Kim et al., 2020). Xu and Gursoy (2021) suggested that customers’ exterior 

perception regarding the surrounding factors of a short-term hospitality rental (STHR) 

could be assigned to the consequent judgment of the interior STHR factors. These interior 

factors could impact the customers’ perceived superiority over hotels, referring to Baker’s 

(1990) suggestion that perception of aesthetics and location of a district play a role in 

beliefs of quality and value of retail stores. Bitner (1992) introduced the term 

“servicescape”, which is referred to as the tangible properties that impact consumer 
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behavior to the marketing literature.  Following the S-O-R framework, Vilnai-Yavetz and 

Gilboa (2010) predicted that the cleanliness of servicescape affects customer reactions such 

as customer feelings of pleasantness, trust, and prestige which then mediate the relationship 

between cleanliness (S) and customer approach behavior (R), for example, willingness to 

use the service. Vos et al. (2018) underlined the importance of clear location signs and 

instructions for customers’ pre-arrival experiences. They found out from their SEM model 

that surrounding factors impact interior factors and host-related factors while the exterior 

aspects of serviscape could shape STHR customers’ first thoughts. Based on these findings 

from the literature and the S-O-R framework, this paper proposes that guests’ perceptions 

about the communication, cleanliness, location, check-in, and accuracy could impact 

guests’ belief of the value of a listing. Hence, perceptions about these ratings are regarded 

as stimuli (S) and the belief of the value as an organism (O). In this analysis, there is no 

response factor as the paper’s purpose is only to investigate the relationship among the 

ratings rather than their effect on a response such as loyalty or satisfaction.  

In addition, Pettersen (2017) conducted qualitative interviews to provide insights into how 

people formulate their reviews of the sharing economy platforms. He pointed out that 

forming trust and confidence through up-front communication has a crucial role in 

decision-making. Cheng et al. (2019) also explained that communication could take place 

pre-, onsite, and post-visit. Their analysis of reviews indicated that Airbnb users are content 

with the pre-written instructions and communication regarding check-ins and outs, which 

are essential for guests. The check-ins and outs communication could be regarding different 

purposes, such as a description of the house, information about the location, instructions, 

or the check-in process, and it is used to foster trust between the two parties. Consequently, 
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the communication experience of guests could affect their perception of cleanliness, 

location, check-in, and accuracy. The S-O-R framework is presented in Figure 4-2. Based 

on the S-O-R framework, the following hypotheses are developed and analyzed using 

DAGs:  

Hypothesis 2: Communication has a positive impact on the remaining stimuli 

variables: location, cleanliness, check-in, and accuracy 

Hypothesis 3: Stimuli variables such as location, cleanliness, check-in, and 

accuracy have a positive effect on the organism variable, value  

 

Figure 4-2 General model of S-O-R framework: (Mehrabian and Russell, 1974) 

4.5.  Method 

4.5.1. Fixed Effects and First Difference Model 

First, the direct effect of consumers’ ratings on the listing prices is explored. The ratings 

and the pricing of a listing are likely endogenous as some unobservable variables could 

lead to an omitted variable bias problem. The error term and ratings would be correlated, 

and the OLS method would be biased as naïve regression assumes that all untreated 

observations are valid counterfactuals. The data cannot be randomized; hence, the fixed 

effects method is applied using panel data. Panel data models can account for some forms 
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of selection bias, and we can get more credible counterfactuals. In addition, the inclusion 

of the listings’ fixed effects allows us to control for unobservable time-invariant, listing-

specific characteristics, and the inclusion of the time-fixed effects allows us to control for 

unobservable time-varying shocks. 

As illustrated in Table 4-2, nine different models are run, and the results are compared. 

First, a naïve model is built. Observations within a panel unit (listings over time) are 

correlated; there could be autocorrelation. The presence of autocorrelation is problematic 

because it would lead to downward-biased standard errors. Thus, the standard errors are 

clustered by listings as this panel data is at the listing level. However, the coefficients of 

this model are likely to be biased due to selection bias. These coefficients are the observed 

effect comprised of direct effect and selection bias. There could be unobservable reasons 

such as attractiveness and the comfort of the listing that could impact the price variables. 

The second model is run by applying listings fixed effects, year and quarter fixed effects, 

including only ratings variables (accuracy, cleanliness, check-in, communication, location, 

and value) clustered at the city level. These variables are transformed by taking logarithms 

as the data exploration indicates that these variables are skewed. The third model includes 

the control variables in addition to the rating variables, and errors are clustered at the city 

level. An interaction term for the number of reviews and the review score of value to test 

for the moderation effect is also included. The fourth model is run without this interaction 

variable as it is not a significant variable. The fifth model is run similar to the fourth model 
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but without using the logarithmic transformations for the rating variables. The sixth model 

is run by applying the random effects model2.  

As we continue to build the model from the naïve model to the fixed effect model, we see 

that the coefficients of the rating variables fall dramatically. While the OLS model does 

not control for unobserved variables, there could be several factors correlated with ratings 

that could impact pricing and are not measured in the OLS model. Hence, there is likely to 

be a large amount of omitted variable bias involved with the ratings’ coefficients. The fixed 

effects model controls for these unobserved factors to the extent that they do not change 

over time. For example, the review score of cleanliness coefficient falls from .057 (naïve 

model) to .0017 (model 5 fixed effect model including the control variables). This drop in 

the coefficient indicates that the unobservables have a positive selection bias 

overestimating the effect of the review score of the cleanliness variable. Including the 

listing’s fixed effects, we can control the properties of the listing that vary across a listing 

(time-invariant), such as the attractiveness/comfort level of the listing.   

On the other hand, random effects assume that the unobservable factor or combination of 

factors that differ across the cross-sectional units are essentially randomly drawn from a 

distribution of unobservables with a fixed mean and a variance meaning that unobservables 

are independent of the observed variables. The Hausman test is performed to test for the 

fixed effect model versus the random effect model. The null hypothesis (the preferred 

model is the random effects due to higher efficiency) is rejected. Thus, the fixed effect 

model should be used. Finally, model 6, which includes the rating scores (without the 

 
2 The results are not sensitive to alternately clustering at the listing level. The results are also robust when 
tested for cities with balanced data.  
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logarithmic transformations) and control variables, is chosen as its results are very similar 

to model 5 (rating scores with logarithmic transformations).  

The associated Rho (p) with model 6 is 0.96, which measures the fraction of error term 

variance in the dependent variable price attributable to the fixed effects. The bigger the 

value is, the more important the unobservables are. A p of 0.96 means that 96% of the 

unexplained error term variance is attributable to the listing-level fixed effects. After 

controlling for the independent variables, there are still observed differences in prices, and 

the majority of this difference occurs between listings rather than within listings.  

 

Table 4-2 Ratings effect on Pricing across different models 

 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Naïve Model FE Only Ratings 
(Logged)

FE Ratings (Logged) 
& Controls & 

Interaction term for 
review scores and 

value

FE Ratings (Logged) & 
Controls

FE Ratings & 
Controls

RE

  log price log price log price log price log price log price
Number of reviews 0.000124   -0.000602 0.000268*** 0.000268*** 0.000182
  (1.72)   (-0.81) (5.50) (5.52) (1.34)
             
Reviews per month -0.0265***   -0.00419** -0.00420** -0.00421** -0.0156***

  (-13.98)   (-3.59) (-3.59) (-3.59) (-4.85)
             
Review scores: Accuracy 0.0136*** -0.00499 -0.000829 -0.00255 0.000265 0.00573
  (10.41) (-0.47) (-0.07) (-0.24) (0.18) (1.66)
             
Review scores Cleanliness 0.0569*** 0.0163* 0.0166* 0.0153* 0.00167* 0.0331***

  (59.62) (2.14) (2.64) (2.51) (2.49) (10.99)
             
Review scores Check-in -0.00610*** -0.00804 -0.00341 -0.00479 -0.00026 -0.00437**

  (-4.25) (-0.91) (-0.36) (-0.48) (-0.23) (-2.60)
             
Review scores: Communication -0.00817*** 0.0122 0.0182 0.0169 0.00153 -0.00228
  (-5.43) (1.08) (1.42) (1.29) (1.23) (-0.66)
             
Review scores: Location 0.132*** -0.00991 -0.00132 -0.00354 -0.000302 0.0671***

  (123.12) (-0.89) (-0.12) (-0.34) (-0.24) (11.27)
             
Review scores: Value -0.0876*** -0.0470*** -0.0531*** -0.0419*** -0.00509*** -0.0427***

  (-69.01) (-4.33) (-4.88) (-4.39) (-4.56) (-8.78)

Interaction: Review scores and Value     0.0000927      
      (1.17)      

Review scores rating   0.0201        
    (1.64)      
           

t  statistics in parentheses
* p  < 0.05, ** p  < 0.01, *** p  < 0.001
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A first difference model is also run, and similar effects are observed. However, they are 

not significant in this model, which is expected as the first difference model eliminates a 

large amount of variation (in time and listing level) in the data. Table 4-3 compares these 

models. 

 

Table 4-3 Fixed Effect versus First Difference 

Further, lags of the variables of interest are also tested, which can be found in Appendix 5-

11. It is found that reviews per month and cleanliness are significant, indicating small but 

persistent effects. The selection bias between the lagged price and the independent variable 

is negative when the dependent variable price is lagged. The actual causal effect is between 

Fixed Effects First Difference Random Effects
log price first differenced  log price log price

Number of reviews 0.000268*** 0.000165 0.000182
(5.52) (0.68) (1.34)

Reviews per month -0.00421** -0.00166 -0.0156***
(-3.59) (-0.94) (-4.85)

Review scores accuracy 0.000265 0.00262 0.00573
(0.18) (0.97) (1.66)

Review scores cleanliness 0.00167* 0.000746 0.0331***
(2.49) (0.83) (10.99)

Review scores checkin -0.000260 -0.00302 -0.00437**
(-0.23) (-1.43) (-2.60)

Review scores communication 0.00153 0.00293 -0.00228
(1.23) (0.81) (-0.66)

Review scores location -0.000302 -0.000333 0.0671***
(-0.24) (-0.19) (11.27)

Review scores value -0.00509*** -0.00433 -0.0427***
(-4.56) (-1.97) (-8.78)

t statistics in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001
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the fixed effect and the lagging price variable (assuming one of the two models is correct). 

When the lead of the cleanliness review scores is tested, the coefficient is insignificant, as 

seen in Appendix 5-13. Hence, the robustness tests look satisfactory. 

4.5.2. Directed Acyclic Graphs (DAG) 

The Directed Acyclic Graphs (DAG) methodology was applied to understand the direction 

of causality among different ratings attributes. This analysis is leveraged to uncover not 

only direct links but also indirect links among the ratings attributes. Judea Pearl’s DAG 

model (Pearl, 2000; Pearl & Mackenzie, 2018) is a tool that has been used in the literature 

to find the underlying mechanisms in a causal analysis. A directed acyclic graph reveals 

the causal relationship through a graph of arrows (directed edges), variables (linking 

nodes), and their paths. With the DAG method, the graphical links along with statistical 

associations were developed. The relationship between the stimuli and organism variables 

is tested using the DAG methodology. In addition, the relationship among the five stimuli 

factors is investigated. The program GeNIe Modeler (GeNIe Modeler, 2019) was leveraged 

to develop the DAG model. The Partial Correlation (PC) learning algorithm was selected 

as it is the only algorithm available to evaluate continuous variables. The Background 

Knowledge setting was used to test the structural learning of the hypothesis as this dialog 

allows entering of the domain knowledge. The communication variable is entered as tier 1, 

accuracy, cleanliness, check-in, and location variables as tier 2, and value as tier 3. 

Significance levels of 0.05, 0.01, 0.001, 0.0001, 0.00001 were performed separately, and 

the results remained consistent.  
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Figure 4-3 DAG ratings 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 0.36 𝑥𝑥 𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 0.33 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 0.24 𝑥𝑥 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿
+ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (0.37, 0.90) 

 
𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.65 𝑥𝑥 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 0.10 𝑥𝑥 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (2.42, 0.54) 
 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 0.40 𝑥𝑥 𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (5.59, 0.76) 
 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 0.33 𝑥𝑥 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 + 0.18 𝑥𝑥 𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 0.26 𝑥𝑥 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

+ 0.12 𝑥𝑥 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (1.12, 0.62) 
 
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = 0.34 𝑥𝑥 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 + 0.22 𝑥𝑥 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + 0.11𝑥𝑥 𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 0.18 𝑥𝑥 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

+ 0.19 𝑥𝑥 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (−0.55, 0.60) 

4.6.  Results  

4.6.1. Fixed Effects and First Difference Model 

In the first part of this research, the impact of consumer ratings on Airbnb listing prices is 

examined. The results reveal that the coefficient of the number of reviews is significant, 

implying that the expected percent increase in the price for one additional review is about 

0.03%, holding other variables constant.  A higher number of reviews might indicate that 
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these listings are more credible, implying a premium on the price. Similarly, Guo et al. 

(2014) argued that the number of reviews increases trust. Ert et al. (2016) also argued that 

a high number of reviews signals a host’s reliability and experience. However, they could 

not find empirical evidence based on the 175 listings from Sweden. Gibbs et al. (2018) 

found a negative relationship between the number of reviews and price in a Canadian 

market study by employing the ordinary least squares model. Teubner et al. (2017) also 

found a negative effect of the number of reviews on price based on the linear regression 

model on 86 German cities. An explanation indicated that a high number of reviews could 

be perceived as an impersonalized travel experience.  

The number of reviews per month is significant, implying that the expected percent 

decrease in the price for one additional review per month is about 0.42%. Wang and 

Nicolau (2017) also found that reviews per year have a negative effect on price in their 

ordinary least squares and quantile regression analysis of 33 cities. They explained this 

negative relationship since sharing economy platforms are perceived as cost-effective; 

consequently, cheaper listings are more likely to get bookings and hence more reviews. 

Chattopadhyay and Mitra (2019) examined both the number of reviews and reviews per 

month attributes in their paper and reported a negative effect on price in their OLS results. 

The review scores of cleanliness are also significant and indicate that the expected percent 

increase in the price for a 1-unit increase in the review scores of cleanliness is about 0.17%. 

The review scores of value are significant and indicate that the expected percent decrease 

in the price for a 1-unit increase in the review scores of value is about 0.51%. All other 

rating system variables are not significant. The review score of accuracy positively impacts 

the price; a 1-unit increase in this score would lead to a 0.03% increase in the price. A 1-
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unit increase in the review scores of check-ins would lead to a 0.03% decrease in the price. 

A 1-unit increase in the review scores of communication would lead to a 0.15% increase 

in the price. A 1-unit increase in the review scores of location would lead to a 0.03% 

decrease in the price.  

4.6.2. Directed Acyclic Graphs (DAG) 

In addition, this paper investigates the relationship between consumer ratings. Figure 4-3 

represents the relationship among the ratings. All rating factors, value, location, 

communication, check-in, and cleanliness, are directly associated with the value. 

Communication is directly associated with all factors. Communication and location are 

directly associated with check-in. Check-in, communication, and location are directly 

associated with cleanliness. Cleanliness, check-in, communication, and location are 

directly associated with accuracy. The equations for the relationships were also obtained. 

The equations show that the associations among the variables are positive. Hence, the DAG 

analysis indicates that both hypotheses are confirmed. Consistent with the literature that 

has been elaborated on in the hypothesis development section, communication has a 

positive impact on the perception of other rating factors. This result indicates that the higher 

the guests’ perception of communication, the higher their perception of other rating factors.  

Communication has a higher impact on the check-in (0.65) compared to location (0.40), 

cleanliness (0.36), accuracy (0.33), and value (0.18). Accuracy has the highest impact on 

the value (0.34), followed by cleanliness (0.22), location (0.19), communication (0.18), 

and check-in (0.11). 
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4.7. Conclusion 

4.7.1. Theoretical Implications 

This paper aims to explore the influence of reputation mechanisms on pricing as well as 

the relationship of different ratings. In the first part of the paper, a fixed effect pricing 

model of collaborative consumption explaining the reputation mechanism’s direct effect 

on pricing is developed by addressing the problem of not directly observed characteristics 

and selection bias. This paper contributes to the research literature by underlining the 

reputation system's direct effects that account for selection bias due to unobservables of 

the data that significantly affect the theoretical understanding of collaborative consumption 

pricing. This paper identifies the direct effects on listing prices and intends to offer valuable 

knowledge and fill the gap in the collaborative consumption literature. Furthermore, the 

relationship among ratings is investigated, and a conceptual model of the associations is 

developed based on the S-O-R framework that was not studied in the literature.  This study 

suggests that there needs to be future research to investigate these relationships further. 

This paper is also the first example of employing the DAG methodology to examine the 

relationship among ratings in the SE literature. Future research can benefit from this paper 

to draw links between ratings and the S-O-R framework. This paper provides a deeper 

understanding of the reputation mechanism in the SE and presents a theoretical model of 

how ratings affect each other.  

4.7.2. Practical Implications 

The results suggest several recommendations from a marketing perspective to improve 

sales and foster participation. The price drivers will provide valuable insights into the peer-
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to-peer accommodation services industry. Both Airbnb and other platforms can benefit 

from this paper for their marketing strategies and can identify undervalued listings. Airbnb 

charges hosts a fixed fee of 3% of the listing price and additional service fees in the range 

of 6%-12% paid by the guests. Although the percentage can vary depending on some 

specifics of the reservation, Airbnb earns on average 9%-15% of the listing price per 

reservation. This paper shows that the review of cleanliness positively affects the price. 

Airbnb suggests that hosts set up a cleaning fee as part of their overall listing price 

separately listed in the price breakdown. However, it is not mandatory to ask for a cleaning 

fee; hence, the host might decide to save costs on cleanliness to offer a more attractive 

price than their competitor. Airbnb could change this option and make cleaning fees 

mandatory for all hosts to increase the cleanliness rates within the Airbnb community and 

increase the listing price. Even though cleanliness is the only significant attribute that 

directly impacts the pricing, the DAG analysis reveals that all rating factors are associated 

with each other. Therefore, Airbnb and the hosts should consider the overall relationship 

among ratings. Specifically, communication impacts all remaining rating attributes with 

the highest impacts on 1. check-in, 2. location, and 3. cleanliness scores. A way to increase 

the cleanliness score could be through upfront communication of the listing and forming 

expectations accordingly. Check-in and location are other factors that impact the 

cleanliness score. These factors should also be considered while trying to increase the 

perception of cleanliness. The ease of the check-in process and more information on the 

location (e.g., regarding safety, transportation, and points of interest) could be leveraged to 

increase pricing through cleanliness indirectly.  
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A high number of reviews per month and review scores of value seem to affect pricing 

negatively. A content analysis by Airbnb could also identify hosts with a high number of 

negative reviews per month and those who overstate their listing and limit them from using 

its website to protect the brand’s reputation and trust. Like Uber’s rating system, Airbnb 

could also provide feedback to hosts and limit them from using its services if their ratings 

fall below a certain average or if their ratings do not improve.  

  


